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Abstract—As a useful tool for dimensionality reduction, Singu-
lar Value Decomposition (SVD) plays an increasingly significant
role in many scientific and engineering applications. The high
computational complexity of SVD poses challenges for efficient
signal processing and data analysis systems, especially for time-
sensitive applications with large data sets. While the emergence
of FPGAs provides a flexible and low-cost opportunity to
pursue high-performance SVD designs, the classical two-sided
Jacobi rotation-based SVD architectures are restricted in terms
of scalability and input matrix representation. The Hestenes-
Jacobi algorithm offers a more parallelizable solution to analyze
arbitrary rectangular matrices; however, to date both FPGA and
GPU-based implementations have not lived up to the algorithm’s
potential. In this paper, we introduce a floating-point Hestenes-
Jacobi architecture for SVD, which is capable of analyzing
arbitrary sized matrices. Our implementation on an FPGA-based
hybrid acceleration system demonstrates improved efficiency of
our architecture compared to an optimized software-based SVD
solution for matrices with small to medium column dimensions,
even with comparably large row dimensions. The dimensional
speedups can be achieved range from 3.8× to 43.6× for matrices
with column dimensions from 128 to 256 and row sizes from 128
to 2048. Additionally, we also evaluate the accuracy of our SVD
process through convergence analysis.

Keywords-Architecture, FPGA, Singular Value Decomposition,
Hestenes-Jacobi Algorithm.

I. INTRODUCTION

In many real-world applications, data dimensionality is

rapidly growing. Principal Component Analysis (PCA) is

widely employed to reduce the dimensions of data in high-

dimensional spaces. Among the classical solutions for PCA,

Singular Value Decomposition (SVD) is the most popular

technique to approximate high-dimensional data through or-

thogonal transformations. SVD-based PCA has been used in

many signal processing applications such as image processing,

computer vision, pattern recognition and remote sensing [1]–

[3]. However, SVD is a computationally-expensive procedure,

which makes its use unlikely to meet the requirements of

many time-sensitive designs, especially when it is processed

iteratively in those applications. For instance, in the appli-

cation of video surveillance [4], it takes 185.2 seconds to

recover the square matrix with the dimensions of 3000 through

running partial SVD 15 times, which makes it difficult to

satisfy stringent real-time performance requirements. As data

dimensionality is increasing continuously, the runtime of SVD

is likely to have further substantial growth.

The SVD operation diagonalizes an arbitrary m×n matrix

through a series of orthogonal transformations [5]. Optimized

software implementations (e.g., MATLAB, LAPACK) employ

the Householder transformation [6] to perform SVD computa-

tion; however, their performance is restricted by their inherent

computational complexity and high data dependency. Highly

parallel accelerators such as Graphic Processing Unit (GPUs)

and multi-core platforms have been employed to explore

parallel implementations, although these previous works only

achieved speedups when the input matrices have dimensions

greater than 1000 [7], [8].

In the reconfigurable architecture community, systolic-

arrays have been implemented on modern FPGAs to compute

the classic two-sided Jacobi rotations [9], [10]. Although

improved performance has been demonstrated, the scalability

of those implementations are limited, and the designs are

restricted to only handle square input matrices.

Hestenes [10] discovered the equivalence between zeroing

out an off-diagonal aij and orthogonalizing the ith and jth
vectors through plane rotation. Instead of annihilating every

non-zero off-diagonal element by rotating 2 × 2 matrices,

the Hestenes-Jacobi method is capable of decomposing an

arbitrary m × n non-square matrix through vector compu-

tations. GPUs and FPGAs have been employed to evaluate

parallel Hestenes-Jacobi designs; however, the performance

has suffered from the iterative thread synchronizations (in the

case of GPUs [11]) and repeated calculations (in the case of

FPGA implementations [12]).

In this paper, we present an FPGA-based hardware design

of the Hestenes-Jacobi algorithm for SVD with floating-point

arithmetic, which attempts to analyze an arbitrary m × n
matrix. Compared to a previous FPGA-based Hestenes-Jacobi

implementation [12], our architecture optimizes the calcu-

lations through improving data reuse, and employs IEEE-

754 double precision floating-point operators to provide a

wider dynamic range. Also, off-chip memory is employed to

break the restriction of the analyzable matrix dimensions. Our

experimental results have demonstrated the efficiency of our

design for matrices with small to medium column dimensions,

even when they have comparably large row dimensions. The

dimension-dependent speedups that can be achieved range

from 3.8× to 43.6× for matrices with column sizes from

128 to 256 and row dimensions from 128 to 2048. Compared

to other GPU-based and FPGA-based implementations of
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Hestenes-Jacobi SVD, our architecture is currently the fastest

in terms of overall performance. We have also evaluated the

accuracy of our approach through analysis of the convergence

properties.

The remainder of this paper is organized as follows. Section

II introduces the theoretical background of SVD, while related

work is discussed in Section III. Section IV presents the

modified Hestenes-Jacobi algorithm, and Section V introduces

our novel hardware architecture for Hestenes-Jacobi algorithm,

including detailed descriptions of individual components. The

evaluation of performance and accuracy for our architecture

is presented in Section VI. Finally, the paper is concluded in

Section VII with a preview of future planned work.

II. THEORETICAL BACKGROUND

A. Singular Value Decomposition (SVD)

The Singular Value Decomposition transforms an m × n
matrix into a product of an m × m orthogonal matrix, an

m×n diagonal matrix with singular values and the transpose

of an n× n orthogonal matrix [5] in the form of eq. (1).

Am×n = Um×mΣm×nV
T
n×n (1)

B. Classic Two-sided Jacobi Rotations

Jacobi rotations are widely used in diagonalizing matrices.

To perform Jacobi rotation, Jacobi rotation matrices J l and Jr

are applied to the matrix from both sides as shown in eq. (2).

By applying the Jacobi rotation matrices to a 2×2 matrix, the

off-diagonal elements are annihilated as in eq. (3).

Ai+1 = J l
iAiJ

r
i (2)

J l′ ·
(

App Apq

Aqp Aqq

)
·Jr=

(
A”

pp 0
0 A”

qq

)
(3)

The Jacobi rotation matrices are generated through eq. (4)

and eq. (5), where θ represents plain rotation angles α or β
[9].

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Jpp = cos(θ);
Jpq = sin(θ); (p < q)
Jqp = -sin(θ); (p < q)
Jqq = cos(θ);
Jii = 1; (i�= p,q)
Jij = 0, Others.

(4)

β+α=arctan(
Aqp +Apq

Aqq −App
) β-α=arctan(

Aqp −Apq

Aqq +App
) (5)

To process SVD, Jacobi rotations are calculated on every

2×2 matrix to zero out all the non-zero off-diagonal elements.

The calculation of an independent 2× 2 Jacobi rotation only

affects two rows and columns of a matrix, which provides

an opportunity for parallel designs through simultaneously

performing independent 2 × 2 Jacobi rotations. Due to the

nature of 2× 2 Jacobi rotations, the input matrix is restricted

to square dimensions.

C. Hestenes-Jacobi Method

In [10], Hestenes observed that the annihilation of a matrix

element is equivalent to orthogonalizing two column vec-

tors. Instead of directly annihilating non-zero off-diagonal

elements, the Hestenes-Jacobi algorithm (also known as the

one-sided Jacobi method) performs the matrix decomposition

through iterative orthogonal transformations between every

pair of vectors. In the Hestenes-Jacobi method, the matrix

is orthogonalized by columns through post-multiplying an

orthogonal matrix, which is generated through a product of

plane rotations as in eq. (6).

A · V = B, where bTi · bj = 0 (6)

Next, matrix B is further normalized through the equation

B = B · Σ−1 · Σ, in which Σ is a diagonal matrix with the

squared column norms as diagonal elements. Then, by setting

U = B ·Σ−1, eq. (6) can be rewritten as eq. (7), which is the

result form of SVD.

A · V = U · Σ ←→ A = U · Σ · V T (7)

Compared to the classic two-sided Jacobi rotation approach,

the Hestenes-Jacobi method is capable to analyze an arbitrary

rectangular matrix.

III. RELATED WORK

In recent years, the significant surge of data dimensionality

has made the application of SVD seem ubiquitous [13]. To

compute SVD, the Householder transformation-based method

and the Jacobi rotation-based method have demonstrated satis-

fied stability and accuracy [14], [15]. The Householder trans-

formation [6], [16] is capable of efficiently bi-diagonalizing

matrices through vector computations, which is then followed

by iterative implicit QR factorization [17] or divide-and-

conquer iterations [18] for generating singular values. In

Householder transformation-based method, the SVD process

is dominated by the calculations of Householder vectors and

their respective updates, whose performance improvement is

challenged by the inherent data dependency. To parallelize

the Householder transformation, implementations have been

demonstrated on GPUs [7], [11] and multi-core platforms [8],

in which possible accelerations of GPU-based designs are

achieved only for matrices with significantly large dimensions

due to the iterative thread synchronization, while, the perfor-

mance of implementation on multi-core platform is dominated

by the task splitting and time consumption of communications.

The emergence of reconfigurable fabrics such as FPGAs

introduces low-cost solutions to parallelize the algorithm at

the operand-level granularity. To perform SVD, 1-dimensional

or 2-dimensional systolic arrays have been employed to paral-

lelize the classic two-sided Jacobi rotation algorithm [9], [19]–

[21]. With the featured independent 2 × 2 rotations, a highly

parallel 2-dimensional systolic array is employed to map the

classic two-sided Jacobi rotation algorithm into FPGA devices

with the computational complexity of O(n log n) for an n-by-n
square matrix. However, to fit the architecture on a single chip,
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the scalability is limited, as n2 processing elements (PEs) is

needed by the systolic array implementation.

Compared to the classical Jacobi rotation approach, the

Hestenes-Jacobi algorithm provides a more flexible solution

to analyze the rectangular matrices. To explore the high per-

formance SVD design, FPGAs and GPUs have been employed

to demonstrate the parallel implementations of the Hestenes-

Jacobi SVD algorithm [10]; however, the performance has

suffered from iterative thread synchronizations for the im-

plementation on GPUs [11], and the iterative design with

duplicated computations in the case of FPGA implementation

[12].

IV. MODIFIED HESTENES-JACOBI ALGORITHM

As previously mentioned, the Hestenes-Jacobi algorithm

computes the SVD through orthogonalizing every pair of vec-

tors. Instead of directly performing element-wise operations to

annihilate an off-diagonal, the Hestenes-Jacobi method applies

orthogonal transformation between the two vectors whose

indexes are equal to the row and column indexes of that off-

diagonal element. To orthogonalize a pair of vectors, Jacobi

rotation is computed with the squared 2-norms of the vectors

and the covariance between them.

In the Hestenes-Jacobi process (detailed in Algo. 1), the or-

thogonalization between two column vectors is started with the

calculation of their squared 2-norms and respective covariance.

Then, Jacobi rotation is performed with the calculated squared

2-norms and covariance, after which, the elements in those two

column vectors are updated by applying the generated rotation

angle parameters. At runtime, pairwise orthogonalizations are

performed iteratively until the satisfied convergence is reached.

The singular values are obtained as the square root of the

diagonal elements in the resulted matrix.

To optimize the algorithm by reducing the amount of

computations, the squared 2-norms of rotated vectors and

their associated covariances are updated directly after each

rotation. Thus, the repeated regeneration of squared 2-norms

and covariances has become unnecessary. In Algo. 1, matrix

D is the covariance matrix, whose diagonal and off-diagonal

elements are the squared 2-norms of column vectors and the

covariances between them, respectively.

V. OUR HESTENES-JACOBI SVD ARCHITECTURE

The Hestenes-Jacobi SVD process primarily consists of

three computations: (1), calculating the squared 2-norms of

vectors and the covariances between vector pairs; (2), perform-

ing Jacobi rotations with paired squared 2-norms and their

respective covariance; (3), updating rotated vector elements

and affected covariances.

To implement the Hestenes-Jacobi SVD, we created three

components: the Hestenes preprocessor, the Jacobi rotation
component and the Update operator (shown in Fig. 1), all of

which are pipelined. The Hestenes preprocessor is responsible

for computing the squared column 2-norms and the associated

covariances. The Jacobi rotation component is used to zero

out the covariance through applying plane rotation with its

Algorithm 1: SINGULAR VALUE DECOMPOSITION VIA

MODIFIED HESTENES-JACOBI ALGORITHM

Input: matrix A
Output: singular value vector Sig

1 R← A
/* Generating the squared 2-norms of column

vectors and their associated covariances
*/

2 for i← 1 to NumofColumn do
3 for j ← i to NumofColumn do
4 Di,j ← RT

i ∗Rj

5 repeat
6 for i← 1 to NumofColumn− 1 do
7 for j ← i to NumofColumn do

/* Generating Jacobi rotation angle
parameters with squared 2-norms
of column vectors and their
respective covariance */

8 norm1 ← Dj,j

9 norm2 ← Di,i

10 cov ← Di,j

11 ρ← (norm2 − norm1)/(2 ∗ cov)
12 t← sign(ρ)/(|ρ|+√

1 + ρ2)
13 cos← 1/

√
1 + t2

14 sin← cos ∗ t
/* Updating the squared 2-norms

affected by rotation */
15 Dj,j ← Dj,j + t ∗ cov
16 Di,i ← Di,i − t ∗ cov
17 cov ← 0

/* Updating the covariances
affected by rotation */

18 for k ← 1 to i− 1 do
19 Dk,i = Dk,i ∗ cos−Dk,j ∗ sin
20 Dk,j = Dk,i ∗ sin+Dk,j ∗ cos
21 for k ← i+ 1 to j − 1 do
22 Di,k = Di,k ∗ cos−Dk,j ∗ sin
23 Dk,j = Di,k ∗ sin+Dk,j ∗ cos
24 for k ← j + 1 to NumofRow do
25 Di,k = Di,k ∗ cos−Dj,k ∗ sin
26 Dj,k = Di,k ∗ sin+Dj,k ∗ cos

27 until convergence reached
28 for i← 1 to min(NumofColumn,NumofRows) do
29 Sigi ←

√
Di,i

associated vectors. The Update operator is employed to update

the affected columns and covariances.

The Hestenes-Jacobi SVD is an iterative diagonalization

process, which performs the orthogonal transformations be-

tween every pair of columns by numerous iterations to achieve

satisfied convergence. To reduce the amount of computations,

instead of repeatedly regenerating all the squared 2-norms

and covariances in each iteration, our Hestenes-Jacobi SVD

architecture calculates all the squared 2-norms and covari-

ances only in the first iteration, and then those squared 2-

norms and covariances are directly updated and reused in the

subsequent iterations. To reduce the hardware resource usage,

the Hestenes preprocessor is reconfigured to function as an
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Fig. 1: Block diagram of the Hestenes-Jacobi SVD architec-

ture.

additional Update operator after the first iteration. The square-

root operator in the Jacobi rotation component is employed to

finalize the SVD process, from which the singular values are

produced. Besides, as shown in Fig. 1, FIFOs are employed to

synchronize the computations and transmit data between the

Hestenes preprocessor and the Update operator. Local BRAMs

are used to hold the generated rotation angle parameters cos
and sin, and the covariances whose computations have not

been completed with the current vector pairing.

A. Hestenes Preprocessor

The Hestenes preprocessor is responsible for calculating

the squared column 2-norms and the covariances between

column vectors, in which AT
i ∗ Aj is computed. Considering

the overall system performance, we have to balance the amount

of parallel computation with the I/O requests. In the Hestenes

preprocessor (shown in Fig. 2), multiple layers of pipelined

multiplier-arrays are devised, in which operands are reused

by all the multipliers successively in a multiplier-array to

calculate the partial results of various squared column 2-

norms and their related covariances. The resulting product of a

multiplier is summed up with the results of its corresponding

multiplications across layers, whose operands are the matrix

elements from the same columns. For example, in Fig. 2, the

matrix element Ai,j+3 multiplies with Ai,j at the first layer,

whose product is then added to the product of multiplying

Ai+1,j+3 by Ai+1,j at the second layer, the product of multi-

plying Ai+2,j+3 by Ai+2,j at the third layer, and the product

of multiplying Ai+3,j+3 by Ai+3,j at the forth layer, whose

sum is the partial result of the covariance between the jth
and (j + 3)th columns. Meanwhile, Ai,j+3 moves leftwards

to be applied to the adjacent multiplier for multiplication of

Ai,j+3 and Ai,j+1, whose product is used for computing the

Fig. 2: Example architecture of the Hestenes preprocessor.

covariance between (j + 1)th and (j + 3)th columns.

The example input for a single multiplier-array with four

multipliers is described in Fig. 3, in which the new operand

requests for the multiplier array are underlined. The dashed

arrows highlights the data movement for reuse and the dashed

circles indicate the entered operands, which are reused in later

computations. In this case, in a single layer, four double-

precision floating-point numbers and at most one double-

precision floating-point number are needed as the input for

the starting cycle and every subsequent cycle respectively to

perform the computations on a sub-vector. Then, the compu-

tations on different layers are initialized successively. Thus,

16 cycles are used for the input to obtain the covariance

matrix of an 8 × 8 matrix if 8 layers of multiplier-arrays

are equipped. Additional adders are employed to process the

accumulations of partial results of covariances and squared

2-norms for vectors with the lengths over 8.

B. Jacobi Rotation Component

Jacobi rotation component performs the orthogonal transfor-

mation between two column vectors through a series of op-

erations on their squared column 2-norms and the covariance

between them. To calculate the Jacobi rotations, the CORDIC

(for COordinate Rotation DIgital Computer) algorithm [22] is

a popular choice in the research literature, due to its advantages

on efficiently performing complicated trigonometric functions

through simple shift-and-add operations. Although CORDIC

has been demonstrated as a hardware-efficient algorithm for

fixed-point operations, its efficient floating-point implemen-

tation is challenged by its inherent bit-width shift-and-add

structure. As floating-point arithmetic has become increasingly

popular in signal processing applications for its support of a

much wider range of values compared to decimal fixed-point
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Fig. 3: Example input to a single layer of multiplier-array.

Fig. 4: Dataflow of the Jocobi rotation procedure.

format, our architecture is designed to perform floating-point

calculations by using pipelined IEEE-754 double-precision

floating-point operators.

As described in Algo. 1, Jacobi rotation of two column

vectors is computed with their squared 2-norms and covari-

ance through a series of addition, subtraction, multiplication,

division and square-root. The Jacobi rotation equations can

be represented as eq. (8), eq. (9), eq. (10), where n1 and n2

represents the squared 2-norms of column vectors, while the

covariance between them is represented by c1,2. The calculated

parameter t is then applied to update the squared 2-norms

of rotated vectors and zero out their covariance. In Fig. 4,

the computations of Jacobi rotation is demonstrated, in which

independent calculations can be processed simultaneously. To

minimize hardware resource usage, the expensive floating-

point computational cores are reused by those calculations.

Once all the orthogonal transformations are completed, the

square-root operator in the Jacobi rotation component is used

to generate the singular values by applying it to the diagonal

elements of the processed matrix.

Fig. 5: The architecture of a single update kernel.

t =
|2∗c1,2|

|n2−n1|+
√

(n2−n1)2+4∗c21,2
(8)

cos =

√
(n2−n1)2+2∗c21,2+|n2−n1|∗

√
(n2−n1)2+4∗c21,2

(n2−n1)2+4∗c21,2+|n2−n1|∗
√

(n2−n1)2+4∗c21,2
(9)

sin = (sign)
√

2∗c21,2
(n2−n1)2+4∗c21,2+|n2−n1|∗

√
(n2−n1)2+4∗c21,2

(10)

C. Update Operator

A
′
i = Ai × cos−Aj × sin (11)

A
′
j = Ai × sin+Aj × cos (12)

The Update operator is responsible for updating column

elements and covariances which are affected by the processed

rotations. Generated rotation angle parameters cos and sin
are employed to update the covariances before they are used

by later rotations. The update process for a pair of elements

contains simple multiplications, additions and subtractions as

is shown in eq. 11 and eq. 12. An architecture of a single

update kernel is demonstrated in Fig. 5, in which pipelined

multipliers, an adder and a subtractor are employed. Multiple

update kernels are included in the Update operator. The

number of update kernels that can be allocated to a single

chip is determined by the resource capacity on the chip.

This determines the efficiency of the system, especially for

large-scale matrices, where performance is dominated by the

amount of updates after each rotation. The convergence of

SVD requires the orthogonal transformation of the matrix to

be performed in numerous iterations. Both individual column

elements and covariances have to be updated in the first

iteration, and in the subsequent iterations, only covariances

are operated. To optimize the use of hardware resources, the

Hestenes preprocessor is able to be reconfigured to function

as multiple update kernels.
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Fig. 6: Demonstration of employed cyclic order for vector

pairing.

D. The Cyclic Order for Vector Pairing

The order of vector pairing determines the speed and

feasibility of the convergence. In our design, we employ the

cyclic ordering, which was demonstrated with the capability of

achieving convergence efficiently [9]. In Fig. 6, cyclic ordering

is demonstrated with 32 vectors, in which the numbers repre-

sent the column indexes, and the arrows indicate the direction

for the movement of indexes to form the new vector pairs. In

the cyclic ordering, each column has to be paired with every

other column. The paired vectors are highlighted by solid

boxes in Fig. 6. Besides, due to the limited hardware resources

on a single chip, a limited number of vector pairs can be

operated simultaneously. In Fig. 6, a dashed box highlights a

group of vector pairs, whose computations can be performed in

parallel. All the vector-pair groups enter our Hestenes-Jacobi

architecture successively.

VI. EXPERIMENTS AND EVALUATIONS

A. Implementation and experimental setup

To evaluate the performance of our Hestenes-Jacobi design,

a single Xilinx Virtex-5 XC5VLX330 FPGA on our Convey

HC-2 system [23] is used to implement our architecture. In our

implementation, double-precision floating-point computational

cores are generated by using Xilinx Coregen generator [24].

In the Hestenes preprocessor, four layers of multiplier-array

are implemented, in which 16 multipliers and 16 adders are

used. To improve the computational intensity on the limited

hardware resources, the Hestenes processor calculates all the

squared 2-norms and covariances in the first iteration of

orthogonalization, and it is then reconfigured as four update

kernels with 16 multipliers and 8 adders in the remaining

Fig. 7: SVD computation time (in seconds) for square matrices

by our Hestenes-Jacobi architecture, Matlab, Intel MKL and

GPU

iterations. To perform Jacobi rotation, 1 multiplier, 2 adders,

1 divider and 1 square-root calculators are used, which can

start 8 independent Jacobi rotations in every 64 clock cycles.

Additionally, an array of eight update kernels are implemented

in the Update operator, which contains 32 multipliers and 16

adders or subtractors. The IP core generated computational

cores are configured with default latencies as 9, 14, 57, 57

clock cycles for multiplier, adder or subtractor, divider and

square-root calculator respectively. Two groups of eight 64-bit

width FIFOs are programmed to synchronize the input and

output, while a group of eight 127-bit width FIFOs are used

for the data transmissions between the Hestenes processor and

the Update operator. Simple dual port RAMs are employed

to temporarily cache the rotation angle parameters and some

covariances. The whole covariance matrix can be stored in the

local memory for matrices of column dimension no greater

than 256. The system is tested by executing at 150Mhz

for 6 iterations, which is believed sufficient for achieving

convergence with certain thresholds. Also, a software model

is implemented using Matlab to conduct the convergence

evaluation.

B. Performance analysis

We experimented with both square and rectangular matrices

with various dimensions, the performance of which has been

summarized in Table I. The experimental results demonstrate

that the execution time grows significantly as the number

of matrix columns increases, which determines the amount

of covariances, whose computation dominates the overall

performance. Comparably, the number of rows, which only

affects the execution time of the Hestenes preprocessing,

has smaller impact on the performance. When the matrix

column size grows over 256, the performance is increasingly

affected by the I/O bandwidths due to the increased covariance

communications have to be made between our Hestenes-Jacobi

architecture and off-chip memory.

Comparisons of execution times have been made between

our implementation and experimental results from the pub-

lished literature [7] as well as a Matlab SVD routine. In
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Fig. 8: SVD computation time (in seconds) for rectangular

matrices by our Hestenes-Jacobi architecture, Matlab, Intel

MKL and GPU

Fig. 9: Speedup of our Hestenes-Jacobi SVD compare to

Matlab SVD

Fig. 7 and Fig. 8, the performance of our design, the Matlab

7.10.0 SVD routine running on a 2.2 GHz dual core Intel

Xeon processor, SVD solutions with Intel MLK 10.0.4 and

NVIDIA 8800 GPU with 128 stream processors [7] have

been demonstrated. By analyzing those data points in Fig.

7, our architecture has better efficiency than other software

solutions when matrix with dimensions under 512, and our

execution slows down when the dimensions over 512 due to

the limits of our chosen platform’s I/O throughput. In Fig.

8, the comparison is made between matrices with identical

column dimensions but various row sizes, which indicates the

growth of row number causes a relatively slow increase of the

execution time due to the quantity of covariances is determined

by the column size.

In Fig. 9, the dimensional speedups of our FPGA-based

Hestenes-Jacobi SVD compared to the Matlab SVD solution

running on an Intel platform are presented, in which our

Hestenes-Jacobi architecture shows better efficiency in ana-

lyzing matrices with small to medium column dimensions

compared to the standard software solution, even when they

are with comparably large row dimensions. The dimensional

speedups that can be achieved range from 3.8× to 43.6×
for matrices with column sizes from 128 to 256 and row

Fig. 10: Convergence process of different dimensional matri-

ces.

dimensions from 128 to 2048. Table II shows the resource

utilization by our Hestenes-Jacobi architecture.
Compared to the experimental results of the latest GPU-

based and FPGA-based Hestenes-Jacobi implementations, our

architecture shows the best performance [11], [12]. In [12],

the GPU-based implementation, which ran 106.90ms and

1022.92ms to decompose a 128×128 and a 256×256 matrix

respectively, failed to achieve any speedup compared to a

conventional software solution. The FPGA-based design [11]

was devised to perform fixed-point operations, which can only

analyze the matrices with the size up to 32×128 due to the lim-

itation of on-chip memory. Although the better performance

has been demonstrated compared to their software execution

with Matlab SVD for matrices with dimensions range from

2×2 to 32×127, our Matlab SVD routine runs 100 times faster

than their Matlab SVD, and shares comparable speeds with

their FPGA-based design. In further comparison to [11], in

which 24.3143ms is needed to decompose the largest analyzed

matrix with the dimensions of 32×127, the execution time of

operating a 128× 128 matrix by our architecture shows more

than 5 times speedup.

TABLE I: Execution time in seconds.

m\n 128 256 512 1024
128 4.39×10−3 6.30×10−3 1.01×10−2 1.79×10−2

256 2.52×10−2 3.30×10−2 4.84×10−2 7.94×10−2

512 1.70×10−1 2.01×10−1 2.63×10−1 3.87×10−1

1024 1.23 1.35 1.61 2.01

TABLE II: Resource consumption of our Hestenes-Jacobi architecture.

Resource Slice LUT BRAM DSPs
OurArchitecture 89% 91% 53%

C. Convergence Analysis
SVD is a process of diagonalizing matrix through iterative

rotations; to evaluate the correctness and accuracy of the
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Fig. 11: Convergence process of matrices with column size of

1024 and various row sizes.

Hestenes-Jacobi produced singular values, the convergence

speed needs to be analyzed. In our evaluation, randomly

generated datasets have been applied to the implemented

software model of our Hestenes-Jacobi design. The mean

absolute deviations from zero of the covariances after being

processed by a number of iterations are shown in Fig. 10,

in which covariances between column vectors are rapidly

converged to zero as the number of processing iterations

increase. Reasonable convergence can be achieved within 6

iterations of operations for matrices of dimensions no greater

than 2048. Also, similar observations can be obtained from

the convergence performance evaluation of m × n matrices

(shown in Fig. 11), in which the applied datasets are with

identical column size of 1024 but various row dimensions.

VII. CONCLUSION AND FUTURE WORK

An FPGA-based hardware architecture is proposed and

implemented to perform Singular Value Decomposition with

Hestenes-Jacobi approach; which is capable to analyze arbi-

trary m×n rectangular matrix with double-precision floating-

point arithmetic. The performance analysis demonstrates the

dimensional-dependent efficiency of our design compared to

standard software solutions, and the better performance com-

pared to other Hestenes-Jacobi implementations on GPUs and

FPGAs. Also, convergence is evaluated by applying random

generated datasets with various dimensions. Our proposed

framework will be extended to perform principal component

analysis for latent semantic indexing as the future work.
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