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Abstract—Large-scale graph structures are considered as a
keystone for many emerging high-performance computing appli-
cations in which Breadth-First Search (BFS) is an important
building block. For such graph structures, BFS operations
tends to be memory-bound rather than compute-bound. In
this paper, we present an efficient reconfigurable architecture
for parallel BFS that adopts new optimizations for utilizing
memory bandwidth. Our architecture adopts a custom graph
representation based on compressed-sparse raw format (CSR),
as well as a restructuring of the conventional BFS algorithm. By
taking maximum advantage of available memory bandwidth, our
architecture continuously keeps our processing elements active.
Using a commercial high-performance reconfigurable computing
system (the Convey HC-2), our results demonstrate a 5× speedup
over previously published FPGA-based implementations.

Index Terms—Reconfigurable Computing, Breadth-First
Search, Graphs, FPGA, Convey HC-2.

I. INTRODUCTION

M any of today’s large data-intensive scientific problems

are solvable through graph theoretical approaches. Ex-

amples can be found in diverse domains including bioinfor-

matics [1], artificial intelligence, and social networking [2].

For example, several methods of short read genome assembly

rely on solving overlap layout consensus graphs or De Bruijn

graphs [3]. It has been shown in the research literature that

FPGA-based platforms can perform efficiently in solving such

large-scale problems [4], [5].

Many previous researchers have investigated the goal of

improving graph processing, with the most common theme

being parallelization in some form of software design. Ap-

proaches using MPI, OpenMPI and massively multi-threaded

architectures such as Cray have all been used to improve

performance [6]. However, many of these approaches do not

attack the problem at the source, which is the memory-

bound nature of processing large graphs. Approaches using

distributed and shared memory models already suffer due

to relatively long memory latencies, but also can not easily

amortize latency costs with random access patterns. Graph

representation plays an important role in overall performance,

with finding ways to provide bounds on the memory usage

being one important aspect. Being able to easily and efficiently

proceed to the next vertex is also important, since if this is

not done properly, any improvements with regards to memory

latency will be lost if time is wasted on collecting the next

vertex’s information.

One important building block of graph algorithms is the

Breadth-First Search (BFS). BFS is used in various scientific

problems that require high-performance approaches to traverse

large-scale graphs. In creating a parallel approach for BFS,

one challenge is that the individual operations will need to

be synchronized among themselves, which could potentially

cause pipeline stalls and other implementation inefficiencies.

Thus, it is imperative that design tactics are taken to provide

parallelization with as few data dependencies as possible.

In the case of a multi-FPGA system (such as the Convey

HC-2 [5] we target in this paper), this parallelization can be

spread across a single FPGA and also simultaneously spread

across multiple FPGAs. As such, inter-device synchronization

mechanisms are also needed, which as a trade-off adds some

latency.

In this paper, we introduce CyGraph, a reconfigurable

architecture for parallel BFS. The main contributions for our

approach are the following:

• We introduce an application-specific graph representation

based on the Compressed-Sparse Row format (CSR) that

appropriately matches the BFS algorithm.

• We develop a restructured and optimized version of BFS

algorithm that makes use of this new graph represen-

tation. Theoretically, these optimizations cuts down the

number of external memory requests by least 50%.

• Our CyGraph architecture is highly scalable when

mapped to FPGA-based systems.

• We describe how our architecture scales across multiple

FPGAs, and in doing so is performance competitive with

an existing state-of-the-art BFS implementation on the

same platform.

The remainder of this paper is organized as follows. In

Section II, we introduce related work. Section III introduces

background about breadth-first search algorithms and graph

representation. In Section IV, we show the building block for

paralleling BFS (the CyGraph kernel). Afterwards, we pro-

pose the hardware implementation of CyGraph in Section V.

Performance results and insights are presented and discussed

in Section VI. Finally, conclusions are drawn and potential

directions for future work are pointed out in Section VII.
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II. RELATED WORK

A huge need for higher performance and power efficient

graph algorithms has developed with the growth of scientific

problems that require dealing with large datasets [6]. Many

attempts in the literature have aimed to accelerate graph algo-

rithms through innovative programming models and dedicated

hardware platforms. Attempted implementations include the

usage of commodity processors, multi-core systems, GPUs,

and FPGAs.

For multi-core implementations, a parallelized BFS algo-

rithm for multi-core architectures was described by Agarwal

et al. [7]. They use a bitmap to mark nodes that have been

visited, and demonstrated a speedup over previous work. For

implementations using large distributed memory machines,

Beamer et al. have shown significant speedup over other

implementations [8], [9]. Note that such implementations are

not directly comparable to ours, given the high cost and power

consumption of conventional supercomputers.

GPUs have been adopted for speeding up computations in

a variety of applications, including graph processing. Hong

et al. [10], [11] proposed a level-synchronous BFS kernel

for GPUs. They showed improved performance over previous

work. Merril et al. [12] used a prefix sum approach for

cooperative allocation, leading to improved performance. In

[13], the authors present a GPU programming framework for

improving GPU-based graph processing algorithms.

For FPGA-implementations, previous work accommodated

on-chip memory in order to store graphs [14]. However, this is

not suitable for large-scale problems since these designs do not

consider the high-latency of off-chip memory. Recent FPGA-

based platforms, such as the Convey HC-1/HC-2 [5], [15],

are known for their high memory bandwidth and potential for

application acceleration. For example, the Convey HC-1/HC-2

platforms have been shown to be beneficial in speeding up

various computation-intensive and memory-bound applications

[16]–[19].

The closest previous approach to our work can be found

in Betkaoui et al. [20], which introduces a parallel graph

exploration algorithm using the Convey HC-1 platform. The

authors achieved a 2× improvement over the state-of-the-art

GPU and CPU implementations. This revealed a capability

of reconfigurable computing platforms to outperform these

of GPU/CPU. In Section VI, we show that through a novel

restructuring and optimization of the BFS algorithm, our ap-

proach obtains higher memory utilization than in [20] resulting

in a 5× relative speedup.

More recent BFS implementations by Convey using their

latest HC-2ex and MX-100 systems [21] illustrate the impor-

tance of this application kernel to the Graph500 supercomputer

rankings [22].

III. BACKGROUND

BFS is a graph traversal algorithm that visits all the con-

nected nodes in a specific graph starting at given root node.

The algorithm visits the nodes that have smaller hop distance

from the root node first. The nodes could be processed while
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Fig. 1: Simple example for CSR graph representation format

traversing the graph, or the order of visiting nodes could be

saved for post-processing. BFS can be used to solve many

problems that utilize a graph theoretical approach.

A. Graph Representation

One simple way to represent a graph of n nodes is by using

an adjacency matrix of size n×n whose rows are the adjacency

list of graph nodes. As this can be inefficient, most of the state-

of-the-art BFS implementations use the Compressed Sparse

Row (CSR) format for representing graphs. Since it only stores

the non-zero values of the adjacency matrix, CSR is commonly

used to represent sparse matrices/graphs. Figure 1 shows a

simple example of the CSR representation, which consists of

two vectors:

• Column Indices Array (C): contains the nodes adjacency

list, with size is bounded by the number of non-zero

edges.

• Row Offset Array (R): contains the indices at which the

adjacency list of each node starts.

B. Level-Synchronous BFS

One commonly used approach towards a parallel breadth-

first search is level-synchronous BFS. The level-synchronous

BFS algorithm uses three sets of nodes as follows:

• Set of current nodes (Qc)

• Set of next nodes (Qn)

• Visited nodes (V )

The algorithm starts with the root node in the current set.

Iteratively, the algorithm visits all the nodes in Qc, sets their

level as the current level and collects the next-level set Qn.

In the next iteration, Qc is populated with values from Qn,

and Qn is cleared for the new level.

This approach is illustrated in Algorithm 1. Qc and Qn refer

to FIFO queues in memory. The vector Levels stores the final

result of the algorithm and is initialized with zero. Instead of

using the V set, the algorithm checks the Levels value of a

specific node (i.e. node i is not visited if Levels[i] equals 0).

A major challenge in designing large-scale graph processing

algorithms is utilizing memory bandwidth. Increasing system

throughput requires that data is kept available for immediate

processing. In the previous algorithm, there are six memory

read requests (lines 6, 7, 10, 11, 13 and 14) and two memory

write requests (lines 9, and 16). In the following section, we
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propose a custom graph representation and optimization that

results in fewer memory requests.

Algorithm 1: Level-Synchronous BFS Algorithm

Input: Arrays R, C holding graph data, and root node

Output: Array Levels holding traversal order of nodes

1 Qn.push(root)

2 current level ← 1

3 while not Qn.empty() do
4 Qc ← Qn

5 while not Qc.empty() do
6 v ← Qc.pop()

7 level ← Levels[v]

8 if level = 0 then
9 Levels[v] ← current level

10 i← R[v]
11 j ← R[v + 1]
12 for i < j; i← i+ 1 do
13 u← C[i]
14 level ← Levels[u]

15 if level = 0 then
16 Qn.push(u)

17 end
18 end
19 end
20 end
21 current level ← current level + 1

22 end

IV. BFS OPTIMIZATION

Our CyGraph approach is based on the previously-described

level-synchronous BFS algorithm, and targets high perfor-

mance reconfigurable computing platforms with relatively

large amounts of memory bandwidth. Specifically, we propose

a custom graph representation that we use later in our BFS

implementation to utilize memory bandwidth. We also explore

efficiency optimizations to the BFS algorithm that reduces

the number of memory requests and hence increases overall

system throughput.

A. Custom Graph Representation

From Algorithm 1, we notice that for each node i in the

current set, we have to read the level and check if the node

is visited or not. Then, if the node is not visited we have to

read the row offset array (R[i] and R[i+ 1]) in order to find

the start and end addresses of this node’s adjacency list. Also,

it is clear that we need the Row Index Array (R) only once

per node. Hence, after reading and visiting we can use its row

index value for storing the level data. We show later how this

optimization will lower the number of memory requests in the

algorithm.

The Convey HC-2 platform, as with many state-of-the-art

computing platforms, is capable of fetching 64-bit values per

memory request. Consequently, we modified the width of the
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Fig. 2: Graph example, on which Algorithm 1 performs

poorly.

row offset array (R) in the CSR representation to be an array of

elements of 64-bit width. For each element, R[i], we will use

the least significant bit of the row index as a visited flag (i.e.
node i is not visited, if the LSB of R[i] is 0). The remaining

bits of R[i] are used as follows:

• If node i is visited, the LSB of R[i] will equal 0 and the

remaining bits will be used for node level.

• If node i is not visited, the MSB bits from 63 to 32 will be

used as row index and the bits from 31 to 1 as neighbors

count.

Figure 3 illustrates two entries of the new offset row array

in case of visited and unvisited nodes.
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Fig. 3: Custom CSR format

B. Algorithm Optimizations

We consider the following optimizations to the traditional

level-synchronous BFS algorithm:

• Current/next queues of row indices: In every iteration,

we just need the row index of a specific node. Conse-

quently, a better decision is to push that row index of node

R[i] instead of node ID to next queue. Hence, we will

make use of the data we fetched in a previous iteration.

• Rearranging instructions: A parallel version of Al-

gorithm 1 will perform poorly in the graph shown in
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Fig. 4: Simple pipelined version of CyGraph kernel

Fig. 2. After the third level, we will have duplicates

of nodes 4, 5, and 6 in the next queue. The main idea

of the optimization is that we first visit the neighbors

of the current node and push them to the next queue

(the previous approach was to visit the current node and

push its neigbors to the next queue). Furthermore, even

if duplicate nodes are pushed to Qn, the possibility to

have duplicate of their neighbors in the future is very low

(parallel kernels have to be in a perfect synchronization

which is not possible with random memory access).

• Custom graph representation: As mentioned in the

previous subsection, the custom graph representation will

allow us to find out if a node is visited or not and the

indices of its adjacency in just one memory request. Thus,

cutting down the memory requests to the half.

Algorithm 2 shows the CyGraph BFS after optimizations are

applied. We notice that we decreased the number of memory

requests to five requests instead of eight (three read requests

at lines 8, 12, 13 and two write requests at lines 15, 16). Also,

the optimization reduces the possibility of having duplicates

in the current/next queue which increases system throughput.

V. OUR APPROACH

In this section, we present the methodology that we used

to implement the CyGraph kernel and parallelize it. Then, we

show how the kernels will manage to share access to the same

memory space (current/next queues) efficiently.

A. Kernel Architecture

The CyGraph kernel serves as a building block for our

implementation. As shown in Fig. 4, we designed the CyGraph

kernel as a pipeline of four stages. Pipeline stages are sepa-

rated by a FIFO queues. However, in order to optimize the

memory controllers and keep them busy with requests, we are

multiplexing all kernels requests to a single memory controller.

Figure 5 shows the optimized kernel architecture.

The main target of our system is to make the best effort

to utilize memory bandwidth and hence making data available

for the high computational power of the FPGA. So, the design

methodology we used to approach the problem is splitting

the algorithm into small processes/stages that are separated by

memory requests. Each process will be continuously reading

previous process memory response and making new requests

to the memory controller.

In our kernel design, process 1 is responsible for dequeuing

nodes’ information from the current queue. Each kernel reads

from the current queue with an offset plus kernel id (i.e.

Algorithm 2: BFS using custom CSR

Input: Arrays R, C holding graph data, and root node

Output: Array Levels holding traversal order of nodes

1 csr ← R[root]

2 Qn.push(csr)

3 R[root] ← b’11

4 current level = 1

5 while not Qn.empty() do
6 Qc ← Qn

7 while not Qc.empty() do
8 v csr ← Qc.pop()

9 i← v csr[63..32]

10 j ← v csr[31..1]

11 for i < j; i← i+ 1 do
12 u ← C[i]
13 u csr ← R[u]

14 if u csr[0] = 0 then
15 Qn.push(u csr)

16 R[i] ← (current level + 1) & b’1

17 end
18 end
19 end
20 current level ← current level + 1

21 end

kernels interleave reading from the current queue). Process

1’s response is pushed to the FIFO queue q1. Concurrently,

process 2 is responsible for reading the current queue nodes

that are fetched by process 1 and requests their neighbors’

ID. The response of process 2 is available immediately to

process 3 and a copy to process 4 gets pushed through the

FIFO queue q2. Process 3 gets the neighbors’ ID and requests

their CSR information which will be available to process 4

through q3. Finally, process 4 checks the CSR information of

each neighbor. If a neighbor is not visited, process 4 issues

two requests:

• Enqueue neighbor’s information (CSR) to the next queue.

• Update the neighbor’s information with the current level.

It is important to note that all kernel processes run in

parallel. The requests multiplexer is designed to exploit the

memory controller bandwidth by keeping it busy every clock

cycle either for writing or reading. The requests multiplexer

uses a priority scheduling algorithm to check the queues.

Process 4’s requests are the highest priority and process 1 is
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Fig. 5: CyGraph Kernel Architecture

the lowest priority. This heuristic is chosen based on the fact

that resolving the requests of process 1 will lead to more data

in the other queues. The multiplexer tags each read request

with the owner process’s ID. When the response decoder gets

a new response, it will check the tag associated with it and

consequently it will know to which process it does belong.

In order to find out when the kernel finishes processing,

every process counts all items it reads and writes. Kernel

processes share these counts among themselves. Each process

is finished if the preceding process to it is done and when it

processes as many items as the previous process. The kernel

finishes when all of its processes are terminated successfully

and all the FIFO queues are empty. Finally, a kernel must issue

a flush request to the memory controller it is using in order to

make sure that all the memory requests made are completed.

The count of the nodes pushed to the next queue are carried

out to next level.

B. Kernel-to-Kernel Interface

One problem that this design faces is to allow multiple reads

and writes to the same memory-based queue. Different kernels

have to read and write in parallel to the current and next

queues. In the case of reading from the current queue, this

problem is very intuitive and is solved by interleaving and

splitting the current queue among different kernels. However,

in the case of writing to the next queue, kernels don’t know

exactly how many neighbors will be written by each kernel.
In order to solve this problem, we designed our platform

as a ring network as shown in Fig. 6. The kernel-to-kernel

interface behaves very similar to the familiar token ring LAN

protocol. A token circulates continuously through the kernels

every clock cycle. The token tells each kernel how many

neighbors the previous kernel will be writing to the next queue.

The kernel-to-kernel interface works as follows:

• The master kernel initiate the interface by sending an

empty token to the first kernel in the ring.

• When the token starts circulating, each kernel gets it for

one cycle and has to pass it to the next kernel.

• Each kernel keeps counting how many nodes that needs

to write them to next queue. We call this the demand.

• If a kernel gets the token, it should reserve its demand,

pass the token including information about what previous

kernel reserved, and reset the demand count.

• If a kernel does not need to reserve any more space when

it gets the token, it should pass the exact same token as

the previous kernel.

• When a level is done, the master kernel will be able to

know how many items were written to the next queue

from the last token.

• The token is reset at the beginning of every level.
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Fig. 6: CyGraph System Architecture

VI. IMPLEMENTATION RESULTS

We ported our CyGraph BFS architecture to the Convey

HC-2 platform [5]. The Convey HC-2 is a heterogeneous high

performance reconfigurable computing platform that consists

of a coprocessor board of four programmable Virtex5-LX330

FPGAs. The Convey HC-2 programmable FPGAs are called

Application Engines (AEs) and the custom FPGA config-

urations are called personalities. Each of the four AEs is

connected through a full crossbar to 8 on-board memory con-

trollers, with each memory controller providing two request

ports (i.e. 16 memory ports per AE). The full crossbar allows

the four AEs to access the memory at a peak performance of

80 GB/s (i.e. each AE can access memory at peak bandwidth

of 20 GB/s). Furthermore, the AEs are connected together

through a full-duplex 668 MBps ring connection, referred

to as the AE-to-AE interface, which we are utilizing to

extend our kernel-to-kernel communication between multiple

FPGAs. Also, it is important to state that the coprocessor

memory is fully coherent with the host processor memory.

The coprocessor board is connected with the host processor

through a PCI Express channel.

Figure 6 shows our CyGraph system architecture for mul-

tiple FPGAs. The master processing element is responsible

for triggering and managing the flow of processing inside

each FPGA. Also, it is used to maintain the advancement of

each level and other synchronization requirements. Our custom

implementation on the Convey HC-2 uses 16 kernels per AE

(i.e. 64 kernels in the whole design). Each kernel utilizes

one memory port as mentioned in the previous section. We

use the AE-to-AE interface to link the kernels among the

different FPGAs as shown in Fig. 6. CyGraph starts from the

host processor which will process and copy the graph data to

memory and then it will invoke the CyGraph coprocessor via

a custom instruction. Our implementation is fully written in

VHDL code.

Experimental Results

As in previous related work, we have generated random and

R-MAT graph data using GT-graph, a suite of synthetic graph

generators [23]. Figures 8, 7, and 9 demonstrate how CyGraph

performs against the BFS implementation from Betkaoui et al.

[20]. Both of the implementations target the same platform, the

Convey HC-1/HC-2. We compare our implementation using 1

and 4 Application Engines (AEs) against their implementation

using 4 AEs. The comparison shows throughput in billions of

edges per second and uses graphs with number of nodes that

spans from 220 to 223 and average vertex degrees that spans

from 8 to 64.

Figures 8a and 8b show that CyGraph maintains a speedup

over the Betkaoui et al. implementation [20] for graphs of

average vertex degree 8 and 16. However, the two systems

show relatively close performance for higher average vertex

degrees. The lower performance of [20] for smaller average

vertex degrees is due to the fewer number of updates it

will be performing on every iteration. However for larger

vertex degrees, their implementation tends to loop over the

large number of vertices sequentially, updating larger number

of values per iteration and thus achieving higher eventual

throughput. Figure 9 summarizes the previous results to show

the effect of average vertex degree on the execution time. It

shows that as graphs get more sparse, our implementation

obtains higher speedups over [20] and comes quite close to

its peak performance.

Resource Utilization

Table I shows the device resource utilization. We note that

our CyGraph resource utilization does not increase signifi-

cantly from 1 AE to 4 AEs since it replicates the same design

for each FPGA, plus a few more gates to control the AE-

to-AE interface. Also, our CyGraph kernel leaves relatively

more resources available which could be employed to add

more customizations and computations.

In Convey HC-2 platform, about 10% of the FPGAs’ logic

and 25% of the block rams are occupied for the required
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Fig. 7: BFS execution time for CyGraph against [20] using random graphs
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Fig. 8: BFS execution time for CyGraph against [20] using RMAT graphs

interfaces (e.g. dispatch interface, and MC interface). For our

CyGraph kernel, the depth of the FIFOs used is set to 512.

Slice LUTs BRAM Slice LUT-FF

CyGraph 1 AE 53% 55% 74%

CyGraph 4 AEs 55% 55% 74%

Betkaui et al. [20] 80% 64% n/a

TABLE I: Resource Utilization

VII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a novel FPGA-based graph

traversal implementation, namely CyGraph. Our implementa-

tion outperformed a state-of-the-art FPGA implementation up

to factor of 5. CyGraph performed better for graphs of medium

average vertex degrees. We have shown that application-

specific data structures significantly improve performance for

the target platform. We have introduced a kernel-to-kernel

interface that enables multiple processing elements to collab-

orate writing to the same memory data-structure. Finally, we

have followed a design approach that could be carried out to

design other hardware reconfigurable architectures for graph

processing algorithms.

The suggested future work is twofold. The first direction

is to enhance our implementation by load balancing among

kernels. This will keep all CyGraph kernels busy for equal

processing times, resulting in a better utilization of memory

bandwidth. One idea is to split the large CSRs into multiple

CSRs before pushing them to the next queue. In the next

level, due to the fact that kernels interleave reading, kernels

will have to process a relatively equal number of neighbors.

The second direction is to develop a full framework for graph

algorithms using the Convey HC-2. Other graph problems (e.g.

shortest path, Eulerian path, maximum flow, maximum clique)

are known to be difficult problems. Such a framework can

serve as a base and useful tool for researchers to build upon

it.
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